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Want a structure that guarantees some $H^{\prime}$ is not a vertex-minor.

## Difficulty: Our graph class can have arbitrarily large cliques.



## Difficulty: Our graph class can have arbitrarily large cliques.



# Difficulty: Our graph class can have arbitrarily large cliques. 



## Difficulty: Our graph class can have arbitrarily large cliques.



## Difficulty: Our graph class can have arbitrarily large cliques.



Approach: Kotzig and Bouchet found a connection with flooding immersions.
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Theorem (with O-joung Kwon)
A class of graphs has unbounded rank-width if and only if it contains all circle graphs as vertex-minors.

Suppose $G$ does not have $H$ as a vertex-minor.


WMA that after local complementation, our favorite circle graph is an induced subgraph of $G$. Throw vertices into the circle graph. The remaining vertex gives a signature on the tour graph.

## Theorem (Bouchet 94)
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Have precise min-max theorem for $\mathbb{Z}_{2}^{k}$-labelled graphs.
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## Corollary

If $G$ is $\mathbb{Z}_{2}^{k}$-labelled, Eulerian, and $2 d$-edge-connected for an integer $d \geq 2$, and $a \in V(G)$ with $\max t<d$, then there exist $S \subseteq V(G) \backslash\{a\}, \gamma \in \mathbb{Z}_{2}^{k}$, and a re-signing s.t.
(0) every non-zero edge is incident to a vertex in $S$ and has weight $\gamma$, and

- $|\delta(S)|=2 d$ and $w(E(G)) \neq d \gamma$.

$$
\begin{aligned}
& \mathrm{a} \\
& d=3
\end{aligned}
$$
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Conjecture (Kim-Kwon-Oum-Sivaraman 20):
They have chromatic number $\leq$ polynomial $_{H}$ (clique number).

- See (Davies-M 20) and (Bonamy-Pilipczuk 20).

Conjecture:
Their clique number can be computed in polynomial-time.

- See (Courcelle-Makowsky-Rotics 99) and (Gavril 73).

Conjecture: Graphs are well-quasi-ordered by vertex-minors.

- See (Oum 08).

Thank you!

